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TARGET ARTICLE

Insiders and Outsiders: Lessons for Neuroethics from the History of Bioethics

Winston Chiong

University of California San Francisco

ABSTRACT
Recent disputes over the NIH Neuroethics Roadmap have revealed underlying tensions
between neuroethics and the broader neuroscience community. These controversies should
spur neuroethicists to more clearly articulate an oft-cited ideal of “integrating” neuroethics
in neuroscience. In this, it is useful to consider the integration of bioethics in medical prac-
tice as both historical precedent and context for integration in neuroethics. Bioethics began
as interdisciplinary scholars joined biomedical institutions to serve on newly-created IRBs
and hospital ethics committees. These early bioethicists identified as outsiders and their
presence was initially resisted by some in the medical establishment, but over time they
became integrated into the very institutions that many had originally come to critique. This
work has transformed medical practice, but also required compromises and intellectual
costs. Also, the successful integration of bioethics relied in part on structural features of
postwar medicine with no clear analogue in contemporary neuroscience; for neuroethics,
imaginative new approaches will also be needed. While neuroethics to date has focused
somewhat narrowly on questions in neurotechnology, I argue that successful integration in
neuroethics will likely require a broader vision, encompassing the clinical neurosciences as
well as questions at the interface of neuroscience and society.

KEYWORDS
Bioethics; neuroethics;
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Over its short history, the young field of “neuroethics”
has enjoyed remarkable public support within neuro-
science. For instance, since 2006 the Annual Meeting
of the Society for Neuroscience has hosted a featured
lecture on neuroethics, articles on neuroethics topics
have been published in leading neuroscientific jour-
nals, and neuroethics has been emphasized from the
inception of the U.S. BRAIN (Brain Research through
Advancing Innovative Neurotechnologies) Initiative.
However, recent events have revealed tensions
between neuroethics and the broader neuroscience
community. In several respects, these tensions recap-
itulate controversies from the history of bioethics—
some that have essentially been resolved, and others
that continue to pose challenges for bioethics as an
enterprise. Neuroethicists and neuroscientists may
then find it useful to reexamine the history of bioeth-
ics as precedent and context for their own challenges

in incorporating ethical inquiry more fundamentally
in the practice of neuroscience.

Some of these tensions have surfaced in the work of
two groups assembled by NIH in 2018 to plan for the
second half of the BRAIN Initiative. The “BRAIN
Initiative Working Group 2.0” was to review the overall
neuroscientific plan and explore new scientific oppor-
tunities,1 while a “Neuroethics Subgroup” (working in
parallel with the Working Group 2.0, with three over-
lapping members) was charged with developing a
Neuroethics Roadmap2 for further research in the
Initiative. Both groups issued reports for public com-
ment in May 2019 in anticipation of the June 14, 2019
meeting of the NIH’s Advisory Committee to the
Director (ACD), where the future direction of the
BRAIN Initiative would be charted. While many of the
public comments to the Neuroethics Roadmap were
supportive, over 300 neuroscientists principally
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engaged in research with non-human animals submit-
ted a highly critical comment that called for an entire
chapter addressing animal research to be deleted.
These neuroscientists regarded this chapter’s call for
further moral inquiry into non-human animal (espe-
cially primate) research as excessive and unnecessary
given existing extensive regulation, and accused the
Neuroethics Subgroup of overreach.

At the ACD meeting Anne Churchland,3 a neurosci-
entist member of the Working Group 2.0 and also of the
ACD itself, also criticized the Neuroethics Roadmap.4

First, Churchland expressed skepticism about a proposed
target (following the Human Genome Project and
European Human Brain Project) of spending 5% of NIH
BRAIN funds on neuroethics. Second, echoing the pub-
lic comment on research with non-human animals,
Churchland opposed what she perceived as a call for
additional regulation of such research. Finally,
Churchland objected to a proposed “transformative
project” to enlist neuroethicists, humanists and philoso-
phers alongside neuroscientists in a broad effort to
investigate the neural basis of consciousness.

Churchland’s criticisms were significant not only
for their substance but also given her position as a
member of the Working Group 2.0, indicating that
the two groups’ work had not in fact been comple-
mentary. Given these objections and the lack of
coordination between the Working Group 2.0 and
Neuroethics Subgroup, the ACD then had to deliber-
ate on how to proceed. National Institute of Mental
Health Director Joshua Gordon warned that given
internal timelines for designing new programs, waiting
to approve these reports until the ACD’s next meeting
in December would hamper planning for the next
phase of the BRAIN Initiative. Some ACD members
considered approving only the Working Group 2.0’s
neuroscience-focused report while having the
Neuroethics Roadmap revised. Ultimately, however, a
decision was made to withhold approval on both
reports (which were eventually approved after long
efforts at revision on October 21). Thus, the neurosci-
ence community’s objections to the Neuroethics
Roadmap were ultimately significant enough to delay

implementation not only of this document, but also of
the strategic plan for the second half of the entire
NIH BRAIN Initiative.

Viewed optimistically, this outcome testifies to the
importance placed on neuroethics within the NIH. Still,
many neuroethicists were disheartened by the criticisms
of Churchland and the 300þ signatories of the public
comment on research with animals. These seemed to
envision neuroethics narrowly as a matter of burden-
some, duplicative regulation threatening to hinder sci-
entific research, and also challenged neuroethicists’
claims to disciplinary expertise. This picture stands in
contrast to a more collaborative ideal of “integration”
proposed by neuroethicists and neuroethics bodies. For
example, a facilitatory rather than regulatory role for
neuroethics was advocated in the President’s
Commission on Bioethics’s Gray Matters report:

Executed well, ethics integration is an iterative and
reflective process that enhances both scientific and
ethical rigor. Without ethics integration, neuroscience
and neuroscientists might overlook fundamental
ethical and social dimensions of the complex
phenomena they seek to understand. And if ethicists
are not conversant in the science of neuroscience,
they will be unable to make a meaningful
contribution to the ethics of neuroscience. (2014, 12)

Ethics is more than regulatory compliance or risk
mitigation, and integration involves a deep
collaboration between ethics and science such that the
contributions from all disciplines are strengthened.
(2014, 12–13)

From the NIH BRAIN Initiative Guiding Principles
(for transparency, I am a co-author):

neuroethics is vital to neuroscience research. The
consideration of ethical, legal, and societal
implications of neuroscience research facilitates
progress in neuroscience and that neuroscientific
advancements support human well-being. Integrating
neuroethics into the NIH BRAIN Initiative serves the
interests of all involved stakeholders. Success requires
collaborative input from many disciplines –
neuroscience, medicine, bioethics, philosophy, law,
and others. (Greely et al. 2018)

Churchland’s objections and the public comment
on animal research have shown that this integrative
conception is not yet broadly shared among neuro-
scientists. Furthermore, I think the problem goes
beyond superficial matters of perception or public
relations. Instead, I regard these objections as a wake-
up call for neuroethicists to engage more deeply with
the problem of what “integration” really should entail
in the practice of neuroscience. While neuroethics
bodies may assert that integration enhances rigor,

3When presenting this work to non-neuroscientific audiences, I have at
times had to distinguish Anne Churchland, neuroscientist, from Patricia
Churchland, philosopher—Anne Churchland is the daughter of Patricia
and Paul Churchland. Perhaps more relevant to the discussion is that
much of her graduate and postdoctoral research was in non-human
primates, and that her lab’s current research in rodents is deeply
informed by findings and models from non-human primate research. As I
explore in the last section, Anne Churchland has also been influential in
addressing broader cultural and structural issues in neuroscience, most
notably around issues of gender equity.
4https://videocast.nih.gov/summary.asp?live=33272&bhcp=1. Summary of
Neuroethics Roadmap at 2:14; Churchland’s criticisms at 2:37.

156 W. CHIONG

https://videocast.nih.gov/summary.asp?live=33272&bhcp=1


strengthens science and serves scientific interests,
ultimately neuroscientists will arrive at their own
judgments about whether integration really does
advance rather than block progress in neuroscience.

In fact, ethics integration can be a difficult, conten-
tious, and sometimes painful task. Neuroethicists will
need to do more to articulate how integration will
work in practice, what it demands of ethicists and
practitioners, and what benefits integration can and
cannot be expected to deliver. For this reason, we
should turn to the precedent established by the organ-
izational successes of bioethics within medical institu-
tions, which have transformed medical practice and
discourse. As we will see, from its beginning bioethics
has also faced the question of regulation versus facili-
tation, and was ultimately welcomed into medical
institutions (raising new concerns of co-optation). At
the same time, we should also be aware of important
structural differences between the circumstances of
medicine at the birth of bioethics, and the circumstan-
ces of neuroscience at the birth of neuroethics. As
some of the features that have facilitated the success
of bioethics have no clear parallel in neuroethics, pur-
suing the integration of neuroethics within neurosci-
ence will depend in part on devising new approaches.
In particular, such integration will require adopting a
broader vision of neuroethics than has generally
been advocated.

FROM MEDICAL ETHICS TO “BIOETHICS”

Albert Jonsen’s The Birth of Bioethics (1998) describes
a profound transformation in medical practice, which
began in the United States and has since spread glo-
bally (Culliton and Waterfall 1978; Wilson 2014).
Before World War II, discourse about ethics in medi-
cine was almost exclusively the province of physicians,
and it would have been considered impertinent for a
philosopher or theologian (except in communicating
doctrine to co-religionists) to tell physicians how to
perform their duties. But in the postwar era, medical
knowledge advanced in ways that aroused both public
acclaim and fear. Interventions that initially seemed
miraculous—such as dialysis, transplantation, mechan-
ical ventilation, assisted reproduction, and genetic
engineering—were quickly recognized to pose com-
plex questions about the value and sanctity of life, and
about tradeoffs between individual well-being and the
common welfare. Many came to perceive that medical
ethics, understood as a discourse limited to physicians,
was not equipped to address these challenges. While
physicians’ claims to physiological expertise were

enhanced by their growing technical abilities, such
expertise did not grant authority to decide on society’s
behalf how scarce life-saving resources should be allo-
cated, or what lives were worth living, or when some
people’s interests could be sacrificed for the health of
others (Rothman 1991).

Soon scholars from other disciplines such as phil-
osophy and theology joined in discussing these prob-
lems. Some physicians welcomed these outsiders, but
more traditional voices decried what they perceived
either as an abandonment of their professional
responsibility to make difficult decisions on patients’
behalf, or as external interference in their work. In
1968, Walter Mondale proposed a commission includ-
ing doctors, researchers and laypersons to explore eth-
ical implications of biomedical advances. In
Congressional hearings, several invited physicians and
investigators called for increased funding for their
own projects while dismissing proposals for interdis-
ciplinary scrutiny. The surgeon Owen Wangensteen
asserted, “If you are thinking of theologians, lawyers,
philosophers, and others to give some direction
here… I cannot see how they could help. I would
leave these decisions to the responsible people doing
the work” (U.S. Senate 1968, 100). Jesse Edwards,
president of the American Heart Association,
expressed concerns about stymying research: “The one
thing we would want to avoid would be getting into a
technical situation which would make it easy for
restrictive legislation” (U.S. Senate 1968, 317).

A series of public controversies undermined such
assurances. In clinical research, abuses at Tuskegee,
Willowbrook and other institutions indicated that
investigators acting without oversight could not be
relied upon to resolve conflicts between research
objectives and patients’ interests. In clinical care,
highly-publicized and tragic cases (e.g., Quinlan,
Cruzan, several infants in intensive care) revealed life-
and-death decisions that had previously been matters
of professional discretion. Mondale’s efforts eventually
resulted in a series of federal commissions on ethical
issues in biology and medicine. These commissions,
and the NIH’s response to Henry Beecher’s documen-
tation of dangerous research without consent (dis-
cussed below) led to Institutional Review Boards
(IRBs) to oversee research. Similarly in Quinlan, the
court called for hospital ethics committees to be estab-
lished for clinical dilemmas. Both responses (partly
deferring to physicians’ professional independence)
did not result in centralized oversight, but instead a
federated model in which institutions established their
own IRBs and hospital ethics committees.
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IRBs and ethics committees created roles for theo-
logians, philosophers and other outsiders within hos-
pitals and biomedical research institutions. But at first
these early outsiders did not actually have a method
to offer for addressing the questions they faced.
Theologians used a moral language concerning the
sanctity of life and the inviolability of persons that
was suited to the grave problems posed, but also rec-
ognized that arguments from religious premises could
not ground broad consensus in a diverse society.
Philosophers brought argumentative rigor and concep-
tual distinctions, but also found that the predomin-
antly linguistic and formal concerns of mid-century
Anglophone metaethics spoke little to the substantive
moral concerns posed by medical advances.

As described by Jonsen, these early bioethicists
essentially adopted the method of committee deliber-
ation as their form of inquiry. Rather than starting
from first principles (as many originally were trained
to do), they sought to articulate and balance different
perspectives about cases, focusing principally on the
moral concerns of the clinicians, patients and
researchers who were directly involved. As virtues,
this method gave their work an immediate practical
character, and demonstrated appropriate intellectual
humility in the face of normative disagreement.
However, this approach also elided questions about
the nature of bioethicists’ own disciplinary expertise
and claims to authority, and placed limits on the
scope of normative questions that bioethics
would entertain.

INTERNAL AND EXTERNAL CRITIQUE

Bioethicists began as outsiders, but soon became
insiders. As a key example, physicians began to engage
them in the practice of bedside consultation (Baker
2018; Ruddick 1981; White et al. 2018). Just as an
internist treating a patient with a complex kidney
problem would seek advice from a nephrologist col-
league, attending physicians also began to elicit bio-
ethicists’ input on ethically complex cases. Some early
bioethicists were surprised to be privy to confidential
details about patients and invited to leave notes in
patients’ medical records—access that was itself gov-
erned by a broader network of professional norms
and courtesies into which these outsiders were newly
incorporated. Being seen by clinicians as practical
problem-solvers contributing to patient care gave bio-
ethicists greater legitimacy and facilitated their
involvement in institutional policy. Partly through
their advocacy on behalf of patients and families in

decision-making, the principle of patient autonomy
eventually attained preeminence in physicians’ own
understanding of their obligations.

Bioethicists were either slow or resistant to recog-
nize that these developments also involved the accrual
of professional power. Social scientists such as Renee
Fox (1990) and Charles Bosk (1999), perhaps more
attuned to informal modes of authority, noted that
bioethicists’ access to cases depended on their collegial
relationships with clinicians while their salaries often
depended on their perceived utility to administrators.
As Daniel Callahan (1996), a founding figure in bio-
ethics, later reflected,

We courted legitimacy, sought money from the big
foundations, tried to make it in the higher reaches of
academia, and endlessly worked to persuade
physicians and biomedical researchers that we should
be seen as allies and not as opponents… . We became
insiders by default, without ever resolving in any full
way the question of whether those who pursue
bioethics should be insiders or outsiders.

This assimilation of bioethics into the medical
establishment was unfortunately linked to intellectual
blind spots, such as the underdevelopment of bio-
ethical inquiry into questions of justice and access to
care. Given its organizational home within medical
institutions and its practical focus on problems among
clinicians and patients in that setting, the moral
claims of those excluded from those institutions were
often missed. This belated recognition of bioethicists’
professional power also prompted debates over its
proper exercise—hence, “the ethics of bioethics”
(Eckenwiler and Cohn 2007)—and ongoing, unre-
solved disputes over whether bioethicists themselves
should adopt a code of ethics (Baker 2005; Freedman
1989; Schwab 2016; Tarzian et al. 2015).

Without necessarily intending to, bioethicists
became colleagues with clinicians and clinical investi-
gators in a shared enterprise. While this embedded
them within the same institutions that they had been
called to critique, they ultimately have been successful
in contributing perspectives to medicine and clinical
research that previously had been excluded. It may be
helpful here to contrast two broad modes of critique:
internal and external. Internal critique is discourse
among people who are committed to a shared institu-
tion or practice. Such critique seeks to improve how
common ends are achieved; it requires trust among
participants and presumes good will. External critique
does not involve such shared commitments. External
critique therefore can be much more radical, including
criticism of the ends or ultimate value of the object of
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inquiry, without deference to claims of competence or
expertise by those engaged in the practice in question.

One landmark early episode in bioethics illustrates
both the power and limitations of internal critique.
Unlike most of the early bioethicists, Henry Beecher
was very much an insider: he was Dorr Research
Professor and established the Department of
Anesthesia at Massachusetts General Hospital.
Informed by his own research quantifying the placebo
effect (Beecher 1955), he was an early proponent of
controlled clinical trials and more generally for rigor
in science. Among his many contributions to bioeth-
ics, he was one of the first to recognize the potential
conflict in roles between clinician and investigator.
Much of his work was motivated by concern for the
public legitimacy of science, which could be threat-
ened either by unreliable methods or by unethical
treatment of human subjects.

In “Ethics and Clinical Research,” Beecher (1966)
documented 22 cases of unethical research that
endangered human subjects without their knowledge
or consent, yet were conducted at leading institutions
and published in elite journals. Beecher published this
expos�e at significant professional risk, but in his paper
also made revealing choices. Beecher declined to iden-
tify the investigators or the studies in question, with
the justification that he was concerned with research
practice in general. Also, Beecher’s article was not
addressed to the public so much as to other medical
researchers, and he framed the rationale for his own
paper in terms of a shared commitment to biomed-
ical research:

I should like to affirm that American medicine is
sound, and most progress in it soundly attained.
There is, however, a reason for concern in certain
areas, and I believe the type of activities to be
mentioned will do great harm to medicine unless
soon corrected. It will certainly be charged that any
mention of these matters does a disservice to
medicine, but not one so great, I believe, as a
continuation of the practices to be cited. (1966, 1354)

Beecher then described cases in which effective
treatments were knowingly withheld from patients
with life-threatening illnesses, in which drug toxicity
was repeatedly tested in children, and in which
physiological mechanisms were investigated via med-
ically unnecessary procedures, among others. Yet he
went on to assert, whether naively or disingenuously,
that “thoughtlessness and carelessness, not a willful
disregard of the patient’s rights, account for most of
the cases encountered.” Beecher still assumed that
human subjects protection would depend mainly
upon the professional integrity of investigators, and

did not yet envision empowering patient-subjects or
external oversight (Miller 2012; Rothman 1991).

While incomplete in these ways, Beecher’s paper
had immediate impact. Congressional pressure on the
NIH, which had funded or conducted many of the
studies he critiqued, led to changed policies as
described above, establishing IRB review. Beecher
himself came to use his position within medicine to
promote the inclusion of other disciplines in bio-
ethical discourse. When he later established an Ad
Hoc Committee at Harvard Medical School to exam-
ine the problem of brain death, he took care to
include not only physicians and scientists but also a
legal scholar, a theologian and a medical historian (A
Definition of Irreversible Coma 1968; Belkin 2014). At
Mondale’s hearings in 1968, Beecher drew on this
experience to contradict Wangensteen and Edwards,
arguing for the necessity of a multidisciplinary and
intellectually diverse group to address unresolved
problems posed by advances in research (U.S. Senate
1968, 103–104). When Callahan and Willard Gaylin
established the Hastings Center, Beecher served as a
founding member of its Board.

Returning to present-day neuroethics, I interpret
the ideal of integrating neuroethics and neuroscience
as a vision of neuroethics as focused on internal,
rather than external critique. In Gray Matters, the
NIH BRAIN Neuroethics Guiding Principles, and the
Neuroethics Roadmap itself, neuroethics is promoted
as essential to a shared aim of advancing neurosci-
ence—as opposed, e.g., to an external aim such as
protecting transcendent values from infringement by
neuroscience, which might sometimes involve priori-
tizing those values over neuroscientific progress. Gray
Matters calls for integration of ethics “early and
throughout the research endeavor,” and proposed the
inclusion of ethicists in research teams—both of
which have been reinforced in the later documents.
As more external critics of both neuroscience and
neuroethics have noted (De Vries 2007; Slaby and
Choudhury 2018), such statements position neuroethi-
cists as colleagues engaged in a shared practice with
neuroscientists (and potentially also as having a
shared interest in the continued prestige of
neuroscience), much as bioethicists became colleagues
and insiders in medical institutions.

In many respects the prospects for an “insider”
neuroethics are strong. As Beecher encouraged the
incorporation of interdisciplinary ethical perspectives
in medicine, neuroethics has many champions within
neuroscience. Also, a factor that facilitated the integra-
tion of bioethics in medical institutions was that the
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ultimate aims of those institutions were ethically com-
pelling—e.g., restoring health, alleviating suffering,
and finding new therapies. Philosophers and theolo-
gians did not perceive inherent compromises in help-
ing to find moral means of advancing these aims.
Similarly, the aim of advancing our understanding of
the nervous system can be readily adopted by interdis-
ciplinary neuroethicists. This aim is not only necessary
to developing therapies for grave neurological and
psychiatric disorders, but also belongs to a broader
project of human self-understanding that is itself
intrinsically compelling. However, as in the case of
bioethics, incorporation of neuroethics within neuro-
science will also involve compromises and challenges.

Some domains of neuroscience are structurally less
amenable to ethics integration; one such example may
be the commercialization of neurotechnology. Many
companies are very interested in extending recent
consumer advances in mobile computing and artificial
intelligence to the human brain, with potentially
transformative effects. Such applications also deserve
sustained ethical inquiry, but recent controversies over
“AI ethics” have illustrated that integrating ethics
“early and throughout” commercialization will pose
deep challenges (Naughton 2019; Vincent 2019). First,
while advancing our understanding of the nervous
system is a broadly ethically compelling aim, a corpo-
ration’s aim in commercializing some technology will
often be less broadly compelling. And while being
perceived as ethical may be important for a company’s
public relations and employee morale, it is unlikely
that fundamental engagement with ethical questions
will reliably advance commercial interests. Attempts
to integrate neuroethics in commercial neurotechnol-
ogy may thus introduce potentially irreconcilable dis-
putes amid accusations of co-optation and
superficiality.

Another example of a challenging domain for inte-
gration is neuroscience research conducted in non-
human animals, especially primates. There are two
broader trends at work that seem in fundamental con-
flict. First is the growing complexity and sophistica-
tion of neuroscience, both in its techniques and its
concepts. As neuroscientific questions progress from
discrete parts of the nervous system toward its higher-
level features, many human systems of interest will
have no homologue in nonmammalian or rodent
models, increasing the scientific need for and value of
non-human primate models. Meanwhile, in our soci-
ety, the domain of moral concern is increasingly
extended to animals. Ironically, this trend is driven in
part by scientific findings on neural correspondences

between humans and non-human primates. That is to
say: the importance of the brain as a locus of funda-
mental significance to our natures, and the recogni-
tion of shared neural architectures across species, are
basic premises for both proponents and opponents of
research on non-human primates.

Within neuroscience, it is nearly axiomatically
accepted that non-human primates do not hold rights
and moral claims equivalent to humans and that the
project of understanding the human nervous system is
important enough to justify research on non-human
animals (subject to due constraints of animal welfare).
These views are increasingly questioned outside of
neuroscience. It is difficult to envision how neuro-
ethics can accommodate such opposed views about
the relative importance of neuroscientific research and
animals’ rights if neuroethicists are to work alongside
neuroscientists who conduct research on non-human
primates. So, I suspect that a neuroethics that is inte-
grated with neuroscience is unlikely to represent the
full range of views about non-human animal research
that is found in the broader society and may then fail
to prepare neuroscientists for engaging with a more
deeply conflicted public.

DIFFERING STRUCTURAL BARRIERS TO
INTEGRATION

The broad alternative to a neuroethics of internal cri-
tique is one of external critique—one in which ethi-
cists stand at a distance from the activities of
neuroscientists. While such a discipline would have
greater latitude to take adversarial rather than facilita-
tory stances toward neuroscientists’ methods or even
their claims of expertise, it would likely also have less
practical influence on how neuroscientists think about
their work. And while many neuroscientists would see
value in having neuroethicists as colleagues in a
shared enterprise of advancing ethical neuroscience,
far fewer would prioritize supporting external scrutiny
from neuroethicists who were removed from and
uninterested in contributing to neuroscientific aims.

Bioethics has been quite successfully integrated
with medicine, with profound effects on clinical prac-
tice and on clinicians’ conception of their responsibil-
ities. While this is a promising precedent, we should
also attend to structural differences between medical
practice in the postwar era and neuroscience today.
Returning to Churchland’s criticism of the
Neuroethics Roadmap, I understand her as expressing
skepticism of how integration will work in practice,
with the added concern that neuroethics without
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integration could inhibit rather than facilitate progress
in neuroscience. Given the proposed target of 5% of
NIH BRAIN spending, she calculated that this would
amount to $25 million per year and questioned what
to expect from this investment:

$25 million, depending on how you count, is about
250 full-time employees. I wasn’t sure what all 250
neuroethicists would be doing for the BRAIN
Initiative. Part of the reason I was concerned about
this leads to my second point. Which is, I just wanted
to make sure that this additional funding didn’t lead
to a duplication of regulation and oversight that
exists already.

Perhaps one way of phrasing this worry might be:
if these neuroethicists do not have a clear role in a
shared enterprise of advancing neuroscience, then
might they (as bioethicists accrued power in medical
institutions) assign themselves the authority to oversee
and even impede the research being performed?

One development that facilitated incorporation of
the early bioethicists into medicine was their partici-
pation in bedside consultation. Consultation was
already part of clinical practice, and bioethicists
applied their different skills to assist in making diffi-
cult decisions and resolving disputes. Working along-
side clinicians that treated them as colleagues
informed their own professional identities in the med-
ical establishment. Is there an analogue to “the bed-
side” for neuroethicists that would inform their
identities and perception as colleagues alongside
experimental neuroscientists?

One potential role noted in Gray Matters is
research ethics consultation, in which scientists call
on ethicists for advice on ethical issues that arise in
their studies. But there are important differences.
First, while clinicians had an established practice of
bedside consultation with one another into which
bioethicists could be incorporated and recognized as
colleagues, experimental scientists do not “call con-
sults” on their scientific colleagues in the same man-
ner. (They seek technical assistance and form
collaborations, but these activities are governed by
different norms—such as norms of reciprocity, men-
torship and authorship/assignment of credit.)
Relatedly, perhaps because it is based on the model
of clinical ethics consultation, to date research ethics
consultation has been principally concerned with clin-
ical and translational human subjects research (Cho
et al. 2008; McCormick et al. 2013; Porter et al.,
2018). The value of such practices to neuroscientists
(like Churchland) who work with cellular or animal
models has not been established.

A deeper concern is raised by Jonsen’s critique,
based on his account of the history of bioethics.
Jonsen (2008) credits a focus on clinical dilemmas as
“the practical origin of bioethics,” which

saved the life of bioethics, which (although it had no
name in those years) was threatened by huge
questions that drew it up into a hot air balloon of
speculation. The ethical concerns had no purchase on
concrete problems until the researchers and
transplanters set to work on patients. Clinical ethics
and research ethics (in the restricted sense of
protection of human subjects) became the matter of
bioethics and gave rise to its methods.

Bioethics took its grounded, practical character
from bioethicists’ involvement in the moral claims of
patients and clinical research subjects in the medical
setting. Without a direct link to such concrete individ-
ual human interests, the work could dissolve into
abstractions removed from the daily concerns of those
engaged in care and research.

One framing of the structural challenge for integra-
tion in neuroethics is as follows: Beecher’s work in
bioethics was partly motivated by concern for the
public legitimacy of clinical research, which was then
just beginning as a systematic discipline. But such
concerns are less urgent for neuroscience today when
scientists enjoy relatively high public trust (Funk et al.
2019) and the populace is not dubious but instead
perhaps overly credulous of neurobiological claims
(Weisberg et al. 2015). Clinicians and clinical
researchers came to welcome bioethicists as colleagues
who could help to resolve practical problems in their
work—appealing to their professional identities. What
analogous factors would motivate bench neuroscient-
ists to seek collaborations with neuroethicists?
Neuroethics might appeal to them at a universal level
as ethical individuals who are concerned about the
implications of their work, and we might devise insti-
tutional incentives (or punishments) to induce
cooperation. But are there factors that could appeal to
them specifically through their practical identities as
neuroscientists and their professional aims of advanc-
ing our understanding of the nervous system?

The consciousness “transformative project” may
have been intended to articulate a research program
central to progress in neuroscience that would involve
neuroethicists as scientific colleagues. As articulated in
the Neuroethics Roadmap,

Ethicists and scholars from a variety of disciplines,
including the humanities, would explore assumptions
of what consciousness is, how it might be measured
and operationalized in the lab—and how such
measures could be applied in real-world settings—and
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more broadly, how these neuroscientific insights
might inform societal views and policy in areas such
as health care, law, and other realms.

This vision is exciting, but may trade on an ambi-
guity about roles for neuroethicists in an empirical
investigation of consciousness. In philosophy (one of
the disciplines invited to contribute), these questions
are usually treated as belonging to two distinct
domains. What consciousness is and how it can be
measured are customarily seen as questions in the
philosophy of mind, while applications to social or
policy issues would belong to moral theory. Most
scholars in one domain do not specialize in the other.
Churchland noted that the philosophy of mind is not
typically the domain of neuroethicists, and expressed
skepticism about contributions from non-neuroethicist
philosophers:

I think that neuroethicists play a critical role in
helping neuroscientists define ethical issues within
their research program, but if you’re talking about
understanding consciousness, what you’re talking
about ultimately is discovering a neural mechanism,
measuring neural activity, understanding what kind of
mechanism neural activity is pointing to. I don’t
know that neuroethicists really have the right
expertise to do that. The other types of folks that they
are hoping to loop in, people in the humanities and
philosophers—well, you know, those people have
been working on the problem of consciousness for
many centuries. I wouldn’t say they’ve made an
enormous amount of progress.

While I am more sanguine than Churchland about
potential contributions from the philosophy of mind,
I would agree with her that expertise in these topics is
distinct from expertise in ethics. While successful inte-
gration of philosophers in this sort of research project
might be a hopeful indicator, it would not in itself
represent the integration of neuroethics in
neuroscience.

PATH-DEPENDENCE, AND A BROADER VISION
FOR NEUROETHICS

Reading the history of bioethics may invite us to won-
der how small changes in early structural conditions
might have produced a different discipline with a dif-
ferent intellectual outlook. What if the NIH had estab-
lished direct, centralized oversight of extramural
research, rather than the federated model of local
IRBs? Then there might not have been the same
homes for bioethicists within biomedical institutions
to work alongside clinicians and researchers, which in
fact gave bioethics its embedded and practical charac-
ter (with attendant shortcomings as well as strengths).

The present-day structure of neuroethics may have
similar, potentially unintended consequences for the
intellectual orientation of this field. In the United
States, while there are other sources of support for
neuroethics research, the preeminent source of fund-
ing and support for such work is the NIH BRAIN
Initiative. The Initiative has supported defining docu-
ments for neuroethics, a Neuroethics Working Group
(on which I serve as a member; Ramos et al. 2019) to
advise BRAIN neuroscientists and staff, and a variety
of new funding opportunities for neuroethics research.

While the NIH BRAIN Initiative has had a vital role,
we must also acknowledge that this support also
involves constraints, reflecting the strategic position of
the BRAIN Initiative itself. NIH BRAIN represents less
than 10% of the NIH’s total investment in neuroscience
(Koroshetz et al. 2018), with a highly specific focus.
Many Institutes support research on particular disorders
and the neurobiological systems that give rise to them—
e.g., the National Institute of Mental Health for psychi-
atric disorders, the National Institute of Neurological
Disorders and Stroke for neurology (besides dementia),
the National Institute on Aging for dementia, and
others. Strategically, the NIH BRAIN Initiative is a
time-limited project, across Institutes, that aims to accel-
erate all of these missions through investments in new
neuroscientific tools and understanding the brain at a
circuit level, which could be applied to many conditions
of interest across the various Institutes.

Just as the NIH BRAIN Initiative supports a subset
of neuroscientific projects, the neuroethics component
of the BRAIN Initiative is not structured to address
all of the ethical questions that arise in neuroscience.
For example, R01 funding for neuroethics through the
NIH BRAIN initiative is not meant to support any
research program in neuroethics, but instead

specifically seeks to support efforts addressing core
ethical issues associated with research focused on the
human brain and resulting from emerging
technologies and advancements supported by the
BRAIN Initiative.

Efforts supported under this FOA are intended to be
both complementary and integrative with the
transformative, breakthrough neuroscience discoveries
supported through the BRAIN Initiative. (National
Institutes of Health 2019)

This focus reflects the NIH BRAIN Initiative’s
overall neuroethics strategy,

which emphasizes proactive, ongoing assessment of
the neuroethical implications of the development and
application of BRAIN-funded tools and
neurotechnologies (Ramos et al. 2019).
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That is, the strategy does not encompass all ethical
issues in neuroscience, nor even all issues that arise
with NIH-funded neuroscience—instead, the focus is
on ethical implications of BRAIN-funded tools and
neurotechnologies.

Organizationally, it is clear why a neuroethics pro-
gram of the NIH BRAIN Initiative would focus on
ethical issues that arise from BRAIN Initiative
research. But we should recall that over 90% of NIH-
funded neuroscience research (plus neuroscience
funded by other agencies or institutions) is outside
this scope. For example, capacity to refuse clinical tri-
als of nutritional support in anorexia nervosa likely
would not fall within this mandate of NIH BRAIN
neuroethics, while capacity to refuse deep brain stimu-
lation as a treatment for anorexia nervosa likely
would. Research on family communication for
patients who are brain-dead or in the vegetative state
generally would not be considered within scope, while
implications of novel neuroimaging techniques for
these patients likely would. And most research utiliz-
ing non-human primates with established techniques
is outside of BRAIN, while research applying novel
technologies or examining fundamental aspects of
brain circuit organization in non-human primates
would likely be within its purview.

While the NIH BRAIN Initiative neuroethics pro-
gram was never intended to address all the ethical
issues arising in neuroscience, as the most prominent
source of institutional support for neuroethics it will
shape the next cohort of scholars to enter and define
the field. This influence recalls ongoing concerns
about the ELSI (ethical, legal and social implications)
program, which occupies a dedicated 5% of Human
Genome Project funding (continuing in the National
Human Genome Research Institute) and was cited as
a precedent for the equivalent target in the
Neuroethics Roadmap. There, some have expressed
concerns that funding a relatively narrow set of ques-
tions has had distorting effects on the field
of bioethics:

funding through genome center programs dwarfs all
other programs and has changed the face of bioethics.
The immense increase in federal sponsorship is
restricted to human genetics alone, spawning a more
specialized breed of bioethical analyst.

… although issues in human genetics are broad-
ranging, they comprise only a portion of the issues
facing modern medicine. Because ELSI is the major
source of funding for bioethics studies, there is
concern that a brain drain is occurring from
nongenetic areas of bioethics to the ethics of human
genetics. (Hanna et al. 1993)

Similarly, while new neurotechnologies arising
from the BRAIN Initiative pose urgent ethical ques-
tions, these are not the only urgent ethical questions
in neuroscience. But the availability of institutional
support for neuroethics related to BRAIN, in the
absence of targeted support related to other domains
of neuroscience, can be expected to select for a cohort
of neuroethicists that is disproportionately focused on
such questions at the exclusion of others.

This narrow focus may hinder efforts to integrate
neuroethics in neuroscience. If neuroethicists mainly
establish working relationships with researchers per-
forming less than 10% of NIH-funded neuroscience
research, they may be viewed as interlopers rather
than colleagues when deliberating about topics that
affect the other 90%. This is illustrated by the public
comment on non-human animal research, which
notes that research on non-human primates “is a
relatively small part of the BRAIN Initiative, and
most of whose practitioners are outside the orbit of
BRAIN.” The comment goes on to object that “the
document proposes to set frameworks, establish prin-
ciples, and make rules for a large research commu-
nity, most of which has no connection to the BRAIN
Initiative.”5

Taken together, these objections to the Neuroethics
Roadmap indicate that a neuroethics that is integrated
with neuroscience will need to extend beyond the
BRAIN Initiative. Organizationally I consider it open
whether the NIH BRAIN neuroethics program should
expand its own focus, or whether other sources of
support for neuroethics (from within NIH or other
organizations) must be sought, but the imbalance of
support for neuroethics inside and outside of BRAIN-
funded neuroscience is likely to have long-term effects
that hinder integration. In particular, I suggest two
domains for expanding the scope of neuroethics that
may facilitate broader and deeper engagement with
the neuroscientific community.

First, while the BRAIN Initiative is not principally
concerned with specific disorders or neurobiological
systems, many important ethical questions arise in the
context of specific neurological and psychiatric condi-
tions: e.g., the authenticity of suicidal intent in depres-
sion, communication in the locked-in state, prognosis
in neonatal stroke, decompressive surgery in malig-
nant hemispheric stroke, or implications of stimulant
use in attention deficit-hyperactivity disorder. Most of
these questions do not directly implicate the new tech-
nologies developed in the BRAIN Initiative, although

5Public comment to the Neuroethics Roadmap.
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conceptual and empirical progress in addressing them
would likely inform our thinking about such tools.
There is a rich tradition of bioethical discourse
regarding clinical dilemmas in psychiatry, neurology
and neurosurgery, but unfortunately this tradition is
not well-reflected in present-day neuroethics (Bernat
2008; Fins 2008; McDonald 2019). A natural next step
for integration in neuroethics is to seek ways of clos-
ing this gap. As new neuroscientific tools are applied
in human research subjects and for clinical and non-
clinical human uses, those engaged in clinical care can
provide insights on how neurobiological interventions
are understood and accepted by non-experts, and can
also serve as a bridge between neuroethicists and
experimental neuroscientists.

Second, when considering rationales for integra-
tion that appeal to neuroscientists’ practical identities
as neuroscientists, some essential questions concern-
ing neuroscience and society are active concerns of
many neuroscientists but to date have not been
framed as “neuroethical.” As a ready example, one of
Anne Churchland’s broader contributions to neuro-
science has been in addressing gender bias in profes-
sional advancement (Churchland 2016; Else 2019).
Lack of gender, racial/ethnic and socioeconomic
diversity in neuroscience (Society for Neuroscience
2017) has troubling implications not only for the
field, but also for society. Some of the most damag-
ing episodes in the history of neuroscience have
resulted from the exclusion of socially marginalized
views, as in the targeted use of ablative psychosur-
gery in women and African-Americans (Freeman and
Watts 1950, 515; Terrier et al. 2017) or the classifica-
tion of homosexuality as a psychiatric disorder.
Neuroscience is often regarded as offering claims
about what makes us essentially human or about our
valued personal traits, but in a demographically nar-
row community of scholars such claims may only
reinforce socially dominant views about what is nor-
mal and about whose abilities or activities are
worth preserving.

The issue of diversity in neuroscience is deeply
important to Churchland and many other neuro-
scientists, and engages questions that would benefit
from the input of humanists and social scientists—
e.g., conceptually, to examine notions of merit or
neurological normality, and empirically, to investigate
what neuroscientists accept as criteria of scientific
quality, or perceptions of neuroscience careers among
members of underrepresented groups. Other topics
concerning the relationship between neuroscience and
society similarly implicate neuroscientists’ conception

of their professional responsibilities, call out for inter-
disciplinary inquiry, and yet are not categorized as
“neuroethical.” One is the “reproducibility crisis”
(Button et al. 2013), which may require a thorough
examination of incentives and pressures in academic
neuroscience. Other broadly relevant topics include
the open science movement and the gatekeeping role
of traditional science publishing, and the problem of
“neurohype” in popular reports of neuroscien-
tific findings.

I would propose that an integrated neuroethics
must engage with ethical and social controversies that
are direct working concerns of those in neuroscience,
including the clinical neurosciences. This includes, but
is not limited to concerns about the application of
novel neurotechnologies. In many ways, a more inclu-
sive conception of neuroethics would cohere with
neuroscience’s own self-conception as an interdiscip-
linary field drawing from such disparate domains as
physiology, neurology, psychiatry, cell biology, com-
puter science, psychology, engineering and economics.
A more broadly engaged neuroethics would not only
be a more useful partner to neuroscientists—particu-
larly to those working with clinical populations and
those, like Churchland, with broader interests in the
relationship between neuroscience and society. It
would also be a richer and more interesting discipline
in its own right, with more to say about how public
views and social relationships will be altered by con-
tinuing neuroscientific advances.
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